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1 Statenment of Purpose and Scope
1.1 Introduction

Thi s docunent describes an architecture for traffic fl ow neasurenent
and reporting for data networks which has the foll ow ng
characteristics:

- The traffic fl ow nodel can be consistently applied to any
protocol, using address attributes in any conbination at the
"adj acent’ (see below), network and transport |ayers of the
net wor ki ng st ack

- Traffic flow attributes are defined in such a way that they are
valid for nmultiple networking protocol stacks, and that traffic
fl ow measurenent inplenentations are useful in multi-protoco
envi ronment s.

- Users may specify their traffic flow nmeasurenent requirenments by
witing 'rule sets’, allowing themto collect the flow data they
need while ignoring other traffic.

- The data reduction effort to produce requested traffic flow
information is placed as near as possible to the network
measurenent point. This minimses the volunme of data to be
obtained (and transnitted across the network for storage), and
reduces the amount of processing required in traffic flow
anal ysi s applications.

"Adj acent’ (as used above) is a layer-neutral termfor the next |ayer
down in a particular instantiation of protocol |ayering. Although
"adjacent’ will usually inply the Iink Iayer (MAC addresses), it does
not inplicitly advocate or dismiss any particular formof tunnelling
or layering.
The architecture specifies comon netrics for neasuring traffic
flows. By using the sane netrics, traffic flow data can be exchanged
and conpared across nultiple platforms. Such data is useful for

- Understandi ng the behavi our of existing networks,

- Planning for network devel opnent and expansi on,

- Quantification of network performance,

- Verifying the quality of network service, and

- Attribution of network usage to users.
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The traffic flow nmeasurenent architecture is deliberately structured
using address attributes which are defined in a consistent way at the
Adj acent, Network and Transport |ayers of the networking stack

all owi ng specific inplementations of the architecture to be used
effectively in multi-protocol environments. Wthin this docunent the
term’ usage data’ is used as a generic termfor the data obtained
using the traffic flow neasurenent architecture.

In principle one night define address attributes for higher |ayers,
but it would be very difficult to do this in a general way. However,
if an RTFMtraffic nmeter were inplenented within an application
server (where it had direct access to application-specific usage
information), it would be possible to use the rest of the RTFM
architecture to collect application-specific information. Use of the
sanme nodel for both network- and application-level neasurement in
this way could sinplify the devel opnent of generic analysis
applications which process and/or correlate both traffic and usage
information. Experinental work in this area is described in the RTFM
"New Attributes’ docunment [ RTFM NEW .

This docunent is not a protocol specification. It specifies and
structures the information that a traffic fl ow measurenent system
needs to collect, describes requirenents that such a system nust
nmeet, and outlines tradeoffs which may be nade by an inpl enentor

For performance reasons, it may be desirable to use traffic

i nformation gathered through traffic flow measurenment in lieu of
network statistics obtained in other ways. Although the
quantification of network performance is not the primary purpose of
this architecture, the neasured traffic flow data may be used as an
i ndi cation of network perfornance.

A cost recovery structure decides "who pays for what." The ngjor

i ssue here is howto construct a tariff (who gets billed, how nuch,
for which things, based on what information, etc). Tariff issues

i nclude fairness, predictability (how well can subscribers forecast
their network charges), practicality (of gathering the data and
admi nistering the tariff), incentives (e.g. encouraging of f-peak
use), and cost recovery goals (100%recovery, subsidisation, profit
maki ng). 1ssues such as these are not covered here.

Background i nfornmation expl ai ni ng why this approach was selected is
provided by the 'Internet Accounting Background RFC [ACT-BK{.
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2 Traffic Flow Measurenent Architecture

Atraffic flow nmeasurenent systemis used by Network Operations
personnel to aid in managi ng and devel oping a network. It provides a
tool for measuring and understanding the network’s traffic flows.
This information is useful for many purposes, as nmentioned in section
1 (above).

The followi ng sections outline a nodel for traffic flow neasurenent,
whi ch draws fromworking drafts of the OGSl accounting nodel [OSI-
ACT] .

2.1 Meters and Traffic Fl ows

At the heart of the traffic measurenment nodel are network entities
called traffic METERS. Meters observe packets as they pass by a
single point on their way through the network and classify theminto
certain groups. For each such group a neter will accunulate certain
attributes, for exanple the nunbers of packets and bytes observed for
the group. These METERED TRAFFI C GROUPS may correspond to a user, a
host system a network, a group of networks, a particular transport
address (e.g. an I P port nunber), any conbination of the above, etc,
dependi ng on the neter’s configuration

We assune that routers or traffic nonitors throughout a network are
instrumented with neters to neasure traffic. |ssues surrounding the
choi ce of neter placenment are discussed in the 'Internet Accounting
Background’ RFC [ACT-BKG. An inportant aspect of neters is that they
provide a way of succinctly aggregating traffic information

For the purpose of traffic flow neasurenent we define the concept of
a TRAFFIC FLOW which is like an artificial |ogical equivalent to a
call or connection. A flowis a portion of traffic, delinmted by a
start and stop tine, that belongs to one of the netered traffic
groups nentioned above. Attribute values (source/destination
addresses, packet counts, byte counts, etc.) associated with a flow
are aggregate quantities reflecting events which take place in the
DURATI ON between the start and stop tinmes. The start tine of a flow
is fixed for a given flow, the stop tinme may increase with the age of
the flow

For connectionl ess network protocols such as IP there is by
definition no way to tell whether a packet with a particul ar

source/ destination conbination is part of a stream of packets or not
- each packet is conpletely independent. A traffic nmeter has, as
part of its configuration, a set of 'rules’ which specify the flows
of interest, in terns of the values of their attributes. It derives
attribute values fromeach observed packet, and uses these to decide
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which flow they belong to. dassifying packets into 'flows’ in this
way provides an economnmical and practical way to neasure network
traffic and subdivide it into well-defined groups.

Usage information which is not derivable fromtraffic flows may al so
be of interest. For exanple, an application nmay wi sh to record
accesses to various different information resources or a host nmay
wish to record the username (subscriber id) for a particular network
session. Provision is made in the traffic flow architecture to do
this. In the future the nmeasurenent nodel may be extended to gather
such information from applications and hosts so as to provi de val ues
for higher-layer flow attributes.

As well as FLOAS and METERS, the traffic flow neasurenent nodel

i ncl udes MANAGERS, METER READERS and ANALYSI S APPLI CATI ONS, which are
explained in follow ng sections. The relationships between them are
shown by the diagram bel ow. Numbers on the diagramrefer to sections
in this docunent.

MANAGER
/ \
2.3/ \ 2.4
/ \
/ \ ANALYSI S
METER <----- > METER READER <----- >  APPLI CATI ON
2.2 2.7

- MANAGER A traffic nmeasurenent manager is an application which
configures 'neter’ entities and controls 'neter reader’ entities.
It sends configuration commands to the neters, and supervises the
proper operation of each neter and neter reader. It may well be
conveni ent to conbine the functions of meter reader and manager
within a single network entity.

- METER Meters are placed at neasurenent points determ ned by
Net wor k Operati ons personnel. Each neter selectively records
network activity as directed by its configuration settings. It
can al so aggregate, transform and further process the recorded
activity before the data is stored. The processed and stored
results are called the "usage data’

- METER READER: A neter reader transports usage data fromnmeters so
that it is available to analysis applications.
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- ANALYSI S APPLI CATI ON: An anal ysis application processes the
usage data so as to provide information and reports which are
useful for network engi neering and nanagenent purposes. Exanples
i ncl ude:

- TRAFFI C FLOW MATRI CES, showing the total flow rates for nany
of the possible paths within an internet.

- FLOW RATE FREQUENCY DI STRI BUTI ONS, sunmari zing flow rates
over a period of tine.

- USAGE DATA showing the total traffic volunes sent and
recei ved by particul ar hosts.

The operation of the traffic neasurement systemas a whole is best
under stood by considering the interactions between its conponents.
These are described in the foll owi ng sections.

2.2 Interaction Between METER and METER READER

The informati on which travels along this path is the usage data
itself. A nmeter holds usage data in an array of flow data records
known as the FLONTABLE. A neter reader may collect the data in any
sui table manner. For exanple it might upload a copy of the whole
flow table using a file transfer protocol, or read the records in the
current flow set one at a tine using a suitable data transfer

protocol. Note that the nmeter reader need not read conplete flow
data records, a subset of their attribute values may well be
suf ficient.

A neter reader nmay collect usage data fromone or nore neters. Data
may be collected fromthe neters at any time. There is no
requi renent for collections to be synchronized in any way.

2.3 Interaction Between MANAGER and METER

A manager is responsible for configuring and controlling one or nore
meters. FEach nmeter’s configuration includes information such as:

- Flow specifications, e.g. which traffic flows are to be neasured,
how they are to be aggregated, and any data the neter is required
to conpute for each flow being neasured

- Meter control paraneters, e.g. the "inactivity' time for flows

(if no packets belonging to a flow are seen for this tine the
flowis considered to have ended, i.e. to have becone idle).
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- Sanpling behaviour. Nornmally every packet will be observed. It
may soneti nes be necessary to use sanpling techniques so as to
observe only sonme of the packets (see followi ng note).

A note about sanpling: Current experience with the measurenent
architecture shows that a carefully-designed and i npl enented neter
conpresses the data sufficiently well that in normal LANs and WANs of
today sanpling is seldom if ever, needed. For this reason sanpling
algorithnms are not prescribed by the architecture. |If sanpling is
needed, e.g. for netering a very-hi gh-speed network w th fine-grained
flows, the sanpling technique should be carefully chosen so as not to
bias the results. For a good introduction to this topic see the | PPM
Working Goup’s RFC "Franework for | P Performance Metrics" [|PPM

FRM .

A nmeter may run several rule sets concurrently on behalf of one or
nore managers, and any nanager may downl oad a set of fl ow
specifications (i.e. a 'rule set’) to a neter. Control paraneters
which apply to an individual rule set should be set by the nanager
after it downl oads that rule set.

One nmanager should be designated as the 'master’ for a neter.
Par anet ers such as sanpling behaviour, which affect the overal
operation of the neter, should only be set by the master nmnager

2.4 Interaction Between MANAGER and METER READER
A manager is responsible for configuring and controlling one or nore
meter readers. A neter reader may only be controlled by a single
manager. A neter reader needs to know at | east the follow ng for
every neter it is collecting usage data from
- The neter’s unique identity, i.e. its network nane or address.
- How often usage data is to be collected fromthe neter.
- Which flow records are to be collected (e.g. all flows, flows for
a particular rule set, flows which have been active since a given
time, etc.).

- Which attribute values are to be collected for the required fl ow
records (e.g. all attributes, or a snall subset of them

Since redundant reporting nmay be used in order to increase the

reliability of usage data, exchanges anong nultiple entities nmust be
considered as well. These are discussed bel ow
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2.5 Miltiple METERs or METER READERS

-- METER READER A - -
/ | \
/ | \
=====METER 1 METER 2=====METER 3  METER 4=====
\ | /
\ | /
-- METER READER B - -

Several uniquely identified nmeters may report to one or nore neter
readers. The di agram above gives an exanple of how nultiple neters
and nmeter readers could be used.

In the diagram above neter 1 is read by neter reader A and neter 4
is read by neter reader B. Meters 1 and 4 have no redundancy; if
either meter fails, usage data for their network segments will be

| ost.

Meters 2 and 3, however, neasure traffic on the same network segnent.

One of themmay fail |eaving the other collecting the segnment’s usage
data. Meters 2 and 3 are read by neter reader A and by neter reader
B. If one neter reader fails, the other will continue collecting

usage data fromboth neters

The architecture does not require multiple neter readers to be
synchroni zed. In the situation above neter readers A and B could
both coll ect usage data at the sane intervals, but not necesarily at
the sane tines. Note that because collections are asynchronous it is
unlikely that usage records fromtwo different nmeter readers will
agree exactly.

If identical usage records were required froma single neter, a
manager could achieve this using two identical copies of a ruleset in
that nmeter. Let’s call them RS1 and RS2, and assune that RS1 is
running. Wen a collection is to be nade the nmanager swi tches the
meter fromRS1 to RS2, and directs the neter reader(s) to read flow
data for RS1 fromthe neter. For the next collection the nanager
switches back to RS1, and so on. Note, however, that it is not
possible to get identical usage records fromnore than one neter,
since there is no way for a manager to switch rulesets in nore than
one neter at the sane tine.

If there is only one neter reader and it fails, the neters continue
to run. \When the nmeter reader is restarted it can collect all of the
accunul ated flow data. Should this happen, tine resolution will be

| ost (because of the m ssed collections) but overall traffic flow
information will not. The only exception to this would occur if the
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traffic volune was sufficient to "roll over’ counters for sone flows
during the failure; this is addressed in the section on 'Rolling
Count ers’

2.6 Interaction Between MANAGERs ( MANACGER - MANAGER)

Synchroni zati on between multipl e nanagenent systens is the province
of network management protocols. This traffic flow measurenent
architecture specifies only the network nmanagenent controls necessary
to performthe traffic fl ow measurenent function and does not address
the nore gl obal issues of sinmultaneous or interleaved (possibly
conflicting) commands fromnultiple network nmanagenment stations or
the process of transferring control from one network nanagenent
station to another.

2.7 METER READERs and APPLI CATI ONs

Once a collection of usage data has been assenbled by a neter reader
it can be processed by an analysis application. Details of analysis
applications - such as the reports they produce and the data they
require - are outside the scope of this architecture.

It should be noted, however, that analysis applications will often
require considerable ambunts of input data. An inportant part of
running a traffic flow neasurenent systemis the storage and regul ar
reduction of flow data so as to produce daily, weekly or nonthly
summary files for further analysis. Again, details of such data
handl i ng are outside the scope of this architecture.

3 Traffic Flows and Reporting Granularity
A flow was defined in section 2.1 above in abstract ternms as follows:
"A TRAFFIC FLOWis an artifical |ogical equivalent to a call or
connection, belonging to a (user-specieied) METERED TRAFFI C
GROUP. "
In practical terns, a flowis a stream of packets observed by the
nmeter as they pass across a network between two end points (or froma
single end point), which have been sumarized by a traffic neter for
anal ysi s purposes.
3.1 Flows and their Attributes
Every traffic meter nmaintains a table of 'flow records’ for flows

seen by the neter. A flow record holds the values of the ATTRI BUTES
of interest for its flow These attributes m ght include:

Brownl ee, et al. I nf or mat i onal [ Page 10]



RFC 2722 Traffic Fl ow Measurenent: Architecture Cct ober 1999

- ADDRESSES for the flow s source and destination. These conprise
the protocol type, the source and destination addresses at
various network |ayers (extracted fromthe packet header), and
the nunber of the interface on which the packet was observed.

- First and last TIMES when packets were seen for this flow, i.e.
the "creation’ and 'last activity' tines for the flow

- COUNTS for 'forward (source to destination) and ’'backward’
(destination to source) conponents (e.g. packets and bytes) of
the flow s traffic. The specifying of "source’ and ’'destination’
for flows is discussed in the section on packet matching bel ow

- OTHER attributes, e.g. the index of the flows record in the flow
table and the rule set nunber for the rules which the nmeter was
runni ng while the fl ow was observed. The val ues of these
attributes provide a way of distinguishing fl ows observed by a
meter at different tines.

The attributes listed in this docunent (Appendix C) provide a basic
(i.e. useful mninmn) set; | ANA considerations for allocating new
attributes are set out in section 8 bel ow

A flow s METERED TRAFFIC GROUP is specified by the values of its
ADDRESS attributes. For exanple, if a flow s address attributes were
specified as "source address = | P address 10.1.0.1, destination
address = | P address 26.1.0.1" then only |IP packets from10.1.0.1 to
26.1.0.1 and back would be counted in that flow |If a flow s address
attributes specified only that "source address = | P address
10.1.0.1," then all IP packets fromand to 10.1.0.1 would be counted
in that flow

The addresses specifying a flow s address attributes nay include one
or nore of the follow ng types:

- The | NTERFACE NUMBER for the flow, i.e. the interface on which
the nmeter neasured the traffic. Together with a uni que address
for the meter this uniquely identifies a particular physical-
| evel port.

- The ADJACENT ADDRESS, i.e. the address in the the next |ayer down
fromthe peer address in a particular instantiation of protocol
| ayering. Although 'adjacent’ will usually inply the link |ayer,
it does not inplicitly advocate or dismiss any particular form of
tunnelling or |ayering.
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For exanple, if flow neasurenent is being perforned using IP as
the network | ayer on an Ethernet LAN [802-3], an adjacent address
will nornmally be a six-octet Media Access Control (MAC) address
For a host connected to the sanme LAN segnment as the neter the

adj acent address will be the MAC address of that host. For hosts
on other LAN segnents it will be the MAC address of the adjacent
(upstream or downstream) router carrying the traffic flow.

- The PEER ADDRESS, which identifies the source or destination of
the packet for the network layer (n) at which traffic measurenent
is being perforned. The formof a peer address will depend on
the network-1ayer protocol in use, and the neasurenent network
| ayer (n).

- The TRANSPORT ADDRESS, which identifies the source or destination
port for the packet, i.e. its (n+l) |layer address. For exanple,
if flow nmeasurenent is being perfornmed at the I[P |ayer a
transport address is a two-octet UDP or TCP port nunber.

The four definitions above specify addresses for each of the four

| owest |ayers of the OSI reference nodel, i.e. Physical layer, Link

| ayer, Network |ayer and Transport layer. A FLOW RECORD stores both
the VALUE for each of its addresses (as described above) and a MASK
speci fying which bits of the address val ue are bei ng used and which

are ignored. Note that if address bits are being ignored the neter

will set themto zero, however their actual values are undefi ned.

One of the key features of the traffic measurenment architecture is
that attributes have essentially the same neaning for different
protocols, so that anal ysis applications can use the sane reporting
formats for all protocols. This is straightforward for peer
addresses; although the form of addresses differs for the various
protocol s, the neaning of a 'peer address’ remmins the sane. It
becones harder to maintain this correspondence at higher layers - for
exanple, at the Network layer IP, Novell IPX and AppleTal k all use
port nunbers as a 'transport address’, but CLNP and DECnet have no
noti on of ports.

Reporting by adjacent intermnmedi ate sources and destinations or sinply
by meter interface (nost useful when the neter is enbedded in a
router) supports hierarchical Internet reporting schenmes as described
in the 'Internet Accounting Background’ RFC [ACT-BKG. That is, it
al | ows backbone and regi onal networks to nmeasure usage to just the
next |ower |level of granularity (i.e. to the regional and
stub/enterprise levels, respectively), with the final breakdown
according to end user (e.g. to source |IP address) perforned by the
stub/enterprise networks.
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In cases where network addresses are dynamically allocated (e.qg.
dial-in subscribers), further subscriber identification will be
necessary if flows are to ascribed to individual users. Provisionis
made to further specify the netered traffic group through the use of
an optional SUBSCRIBER ID as part of the flowid. A subscriber ID
may be associated with a particular flow either through the current
rule set or by unspecified means within a neter. At this tine a
subscriber IDis an arbitrary text string; later versions of the
architecture nmay specify details of its contents.

3.2 Ganularity of Flow Measurenents

GRANULARITY is the 'control knob’ by which an application and/or the
meter can trade off the overhead associated with perform ng usage

reporting against its level of detail. A coarser granularity nmeans a
greater level of aggregation; finer granularity neans a greater |eve
of detail. Thus, the nunber of flows neasured (and stored) at a

nmeter can be regul ated by changing the granularity of their
attributes. Flows are |ike an adjustable pipe - nany fine-
granularity streams can carry the data with each stream neasured

i ndividually, or data can be bundled in one coarse-granularity pipe.
Time granularity may be controlled by varying the reporting interval
i.e. the time between neter readings.

Flow granularity is controlled by adjusting the |level of detail for
the follow ng:

- The netered traffic group (address attributes, discussed above).

- The categorisation of packets (other attributes, discussed
bel ow) .

- The lifetine/duration of flows (the reporting interval needs to
be short enough to neasure themw th sufficient precision).

The set of rules controlling the determ nation of each packet’s
metered traffic group is known as the neter’s CURRENT RULE SET. As
will be shown, the neter’s current rule set forns an integral part of
the reported information, i.e. the recorded usage informati on cannot
be properly interpreted without a definition of the rules used to
collect that information.

Settings for these granularity factors nmay vary fromneter to neter.
They are deternined by the neter’s current rule set, so they wll
change if network Operations personnel reconfigure the nmeter to use a
new rule set. It is expected that the collection rules will change
rather infrequently; nonetheless, the rule set in effect at any tine
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must be identifiable via a RULE SET NUMBER Granularity of netered
traffic groups is further specified by additional ATTRI BUTES. These
attributes include:

- Attributes which record information derived fromother attribute
values. Six of these are defined (Sourced ass, Destd ass,
Fl owd ass, SourceKind, DestKind, FlowKind), and their neaning is
determined by the neter’s rule set. For exanple, one could have
a subroutine in the rule set which determ ned whether a source or
destination peer address was a nmenber of an arbitrary list of
net wor ks, and set SourceC ass/DestCl ass to one if the source/dest
peer address was in the list or to zero otherw se.

- Adnministratively specified attributes such as Quality of Service
and Priority, etc. These are not defined at this tine.

Settings for these granularity factors may vary fromneter to neter.
They are deternined by the neter’s current rule set, so they wll
change if Network Operations personnel reconfigure the neter to use a
new rul e set.

A rul e set can aggregate groups of addresses in two ways. The
sinmplest is to use a mask in a single rule to test for an address
within a nmasked group. The other way is to use a sequence of rules
to test for an arbitrary group of (nmasked) address val ues, then use a
PushRul eTo rule to set a derived attribute (e.g. FlowKind) to
indicate the flow s group

The LIFETIME of a flowis the tine interval which began when the

nmet er observed the first packet belonging to the flow and ended when
it saw the last packet. Flow lifetines are very variable, but many -
if not nost - are rather short. A neter cannot neasure lifetinmes
directly; instead a neter reader collects usage data for flows which
have been active since the last collection, and an anal ysis
application may conpare the data from each collection so as to

det ermi ne when each flow actually stopped

The meter does, however, need to reclaimnenory (i.e. records in the
flow table) being held by idle flows. The nmeter configuration
includes a variable called InactivityTi meout, which specifies the
mninumtinme a neter must wait before recovering the flow s record.
In addition, before recovering a flow record the neter should be sure
that the flow s data has been collected by all neter readers which
registered to collect it. These two wait conditions are desired
goals for the neter; they are not difficult to achieve in norma
usage, however the nmeter cannot guarantee to fulfil them absolutely.
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These 'lifetinme’ issues are considered further in the section on
meter readers (below). A conplete list of the attributes currently
defined is given in Appendix C later in this docunent.

3.3 Rolling Counters, Tinestanps, Report-in-One-Bucket-Only

Once a usage record is sent, the decision needs to be nmade whether to
clear any existing flowrecords or to naintain themand add to their
counts when recordi ng subsequent traffic on the same flow The
second nethod, called rolling counters, is recommended and has
several advantages. |Its primary advantage is that it provides
greater reliability - the systemcan now often survive the | oss of
some usage records, such as mght occur if a neter reader failed and
|ater restarted. The next usage record will very often contain yet
anot her reading of many of the sane flow buckets which were in the

| ost usage record. The 'continuity’ of data provided by rolling
counters can al so supply information used for "sanity" checks on the
data itself, to guard against errors in calculations.

The use of rolling counters does introduce a new problem how to
di stinguish a followon flow record froma new flow record. Consider
the foll ow ng exanpl e.

CONTI NUI NG FLOW OLD FLOW then NEW FLOW
start time =1 start time =1

Usage record N fl ow count = 2000 fl ow count = 2000 (done)
start time =1 start time =5

Usage record N+1: flow count = 3000 new fl ow count = 1000

Total count: 3000 3000

In the continuing fl ow case, the sanme flow was reported when its
count was 2000, and again at 3000: the total count to date is 3000.
In the OLD/ NEW case, the old flow had a count of 2000. |Its record
was then stopped (perhaps because of tenporary idleness), but then
nmore traffic with the sanme characteristics arrived so a new fl ow
record was started and it quickly reached a count of 1000. The total
fl ow count fromboth the old and new records i s 3000.

The flow START TI MESTAWP attribute is sufficient to resolve this. In
t he exanpl e above, the CONTINU NG FLOWNflow record in the second
usage record has an old FLOW START ti nmestanp, while the NEW FLOW
contains a recent FLOW START tinmestanp. A flow which has sporadic
bursts of activity interspersed with |Iong periods of inactivity wll
produce a sequence of flow activity records, each with the sanme set
of address attributes, but with increasing FLON START ti nes.
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Each packet is counted in at nost one flow for each running rul eset,
so as to avoid multiple counting of a single packet. The record of a
single flowis informally called a "bucket.” If multiple, sonetines
over | appi ng, records of usage information are required (aggregate,

i ndi vidual, etc), the network manager should collect the counts in
sufficiently detailed granularity so that aggregate and conbi nation
counts can be reconstructed in post-processing of the raw usage data.
Alternatively, multiple rulesets could be used to collect data at
different granularities.

For exanple, consider a neter fromwhich it is required to record
both 'total packets coming in interface #1' and 'total packets
arriving fromany interface sourced by IP address = a.b.c.d’, using a
single rule set. Although a bucket can be declared for each case, it
is not clear how to handl e a packet which satisfies both criteria.

It must only be counted once. By default it will be counted in the
first bucket for which it qualifies, and not in the other bucket.
Further, it is not possible to reconstruct this information by post-
processing. The solution in this case is to define not two, but
THREE buckets, each one collecting a unique conbination of the two
criteria:

Bucket 1: Packets which cane in interface 1,
AND were sourced by I P address a.b.c.d

Bucket 2: Packets which cane in interface 1,
AND were NOT sourced by I P address a.b.c.d

Bucket 3: Packets which did NOT cone in interface 1
AND were sourced by I P address a.b.c.d

(Bucket 4: Packets which did NOT cone in interface 1
AND were NOT sourced by I P address a.b.c.d)

The desired informati on can now be reconstructed by post-processing.
"Total packets conming in interface 1" can be found by addi ng buckets
1 & 2, and "Total packets sourced by |IP address a.b.c.d" can be found
by adding buckets 1 & 3. Note that in this case bucket 4 is not
explicitly required since its information is not of interest, but it
is supplied here in parentheses for conpleteness.

Alternatively, the above could be achieved by running two rule sets
(A and B), as follows:

Bucket 1: Packets which cane in interface 1;
counted by rule set A
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Bucket 2: Packets which were sourced by |P address a.b.c.d;
counted by rule set B.

4 Meters

Atraffic flow neter is a device for collecting data about traffic
flows at a given point within a network; we will call this the
METERI NG PO NT. The header of every packet passing the network
metering point is offered to the traffic meter program

A nmeter could be inplemented in various ways, including:

- A dedicated snmall host, connected to a broadcast LAN (so that it
can see all packets as they pass by) and running a traffic neter
program The nmetering point is the LAN segnent to which the
nmeter is attached.

- Anultiprocessing systemw th one or nore network interfaces,
with drivers enabling a traffic neter programto see packets. In
this case the systemprovides nmultiple nmetering points - traffic
flows on any subset of its network interfaces can be neasured.

- A packet-forwardi ng device such as a router or switch. This is
simlar to (b) except that every received packet should al so be
forwarded, usually on a different interface.

4.1 Meter Structure

An outline of the nmeter’s structure is given in the foll ow ng
di agram

Briefly, the neter works as follows:

- Incom ng packet headers arrive at the top left of the di agram and
are passed to the PACKET PROCESSOR

- The packet processor passes themto the Packet Matching Engi ne
(PVE) where they are classified.

- The PME is a Virtual Machine running a pattern matching program
contained in the CURRENT RULE SET. It is invoked by the Packet
Processor, executes the rules in the current rule set as
described in section 4.3 below, and returns instructions on what
to do with the packet.

- Sone packets are classified as 'to be ignored’ . They are
di scarded by the Packet Processor.
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- O her packets are matched by the PME, which returns a FLOW KEY
describing the flow to which the packet bel ongs.

- The flow key is used to locate the flow s entry in the FLON
TABLE; a new entry is created when a flowis first seen. The
entry’'s data fields (e.g. packet and byte counters) are updated.

- A nmeter reader may collect data fromthe flow table at any tine.
It may use the 'collect’ index to locate the flows to be
collected within the flow table.

packet R L R T +
header | Current Rule Set |
| F Fommmm e oo - +
| |
| |
e M + "match key' +------ MR +
| Packet [-------mmmm oo - >| Packet |
| Processor | | Mat chi ng |
| [<---mmmmmema - - | Engi ne |
F T +- -+ ’flowkey’ S +
| |
| | _
| gnore * | Count (via 'flow key’)
|
e e Koo +
| ' Search’ index |
Fom e e e - Fom e e e - +
|
E R oo +

Fom e e e - Fom e e e - +
|

E R oo +

| 'Collect’ index |

E R E R +

Met er Reader

The di scussi on above assunes that a nmeter will only be running a
single rule set. A neter may, however, run several rule sets
concurrently. To do this the neter maintains a table of current
rul esets. The packet processor matches each packet agai nst every
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current rul eset, producing a single flow table containing flows from
all the rule sets. One way to inplenment this is to use the Rule Set
Nunber attribute in each flow as part of the flow key.

A packet may only be counted once in a rule set (as explained in
section 3.3 above), but it may be counted in any of the current

rul esets. The overall effect of doing this is sonewhat sinmlar to
runni ng several independent nmeters, one for each rule set.

4.2 Flow Table

Every traffic nmeter maintains "flow table', i.e. a table of TRAFFIC
FLOW RECORDS for flows seen by the neter. Details of how the flow

table is maintained are given in section 4.5 below. A flow record

contains attribute values for its flow including:

- Addresses for the flow s source and destination. These include
addresses and masks for various network |ayers (extracted from
t he packet header), and the identity of the interface on which
t he packet was observed.

- First and last tinmes when packets were seen for this flow.

- Counts for 'forward (source to destination) and 'backward
(destination to source) conponents of the flow s traffic.

- Oher attributes, e.g. state of the flow record (discussed
bel ow) .

The state of a flow record nay be:

- INACTIVE: The flow record is not being used by the neter.

- CURRENT: The record is in use and describes a fl ow which bel ongs
to the "current flowset’, i.e. the set of flows recently seen by
the neter.

- IDLE: The record is in use and the flow which it describes is
part of the current flow set. In addition, no packets bel ongi ng

to this fl ow have been seen for a period specified by the neter’s
InactivityTi me vari abl e.
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4.3 Packet Handling, Packet Matching

Each packet header received by the traffic nmeter programis processed
as follows:

- Extract attribute values fromthe packet header and use themto
create a MATCH KEY for the packet.

- Match the packet’'s key against the current rule set, as expl ai ned
in detail bel ow.

The rul e set specifies whether the packet is to be counted or

ignored. If it is to be counted the matching process produces a FLOW
KEY for the flow to which the packet belongs. This flow key is used
to find the flows record in the flowtable; if a record does not yet
exist for this flow, a new flow record may be created. The data for
the matching flow record can then be updat ed.

For exanple, the rule set could specify that packets to or from any

host in IP network 130.216 are to be counted. It could also specify
that flow records are to be created for every pair of 24-bit (d ass

C) subnets within network 130.216.

Each packet’s match key is passed to the neter’s PATTERN MATCHI NG
ENG NE (PME) for matching. The PME is a Virtual Machi ne which uses a
set of instructions called RULES, i.e. a RULE SET is a program for
the PME. A packet’s match key contains source (S) and destination (D)
interface identities, address val ues and masks.

If measured flows were unidirectional, i.e. only counted packets
travelling in one direction, the matching process would be sinple.
The PME woul d be called once to match the packet. Any flow key
produced by a successful match would be used to find the flow s
record in the flowtable, and that flow s counters woul d be updated.

Fl ows are, however, bidirectional, reflecting the forward and reverse
packets of a protocol interchange or 'session’'. Mintaining tw sets
of counters in the neter’s flow record nakes the resulting flow data
much sinpler to handl e, since analysis prograns do not have to gather
together the 'forward’ and 'reverse’ conponents of sessions.

I mpl enenting bi-directional flows is, of course, nore difficult for
the nmeter, since it nust deci de whether a packet is a 'forward’

packet or a 'reverse’ one. To nake this decision the neter wll
often need to invoke the PME twi ce, once for each possible packet
direction.
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